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current areas of work SIEMENS

u neuroimaging (Mariappan Nadar’s group)

= functional connectivity, resting state analysis, tissue
classification

* Interventional imaging (Christophe Chefd'hotel’s group)

* image segmentation, tissue classification

* Imaging analysis methods (Matthew Botvinick and Uri Hasson)

= searchlight classification toolbox
= searchlight similarity structure toolbox
* multi-condition functional connectivity

» representation of semantic information (Matthew
Botvinick)



outline SIEMENS

= machine learning classifiers in fMRI

= a method for systematically extracting information
across the brain for use in a classifier

» using text data and matrix factorization to find
representations of semantic information in fMRI



two different questions SIEMENS

GLM
stimulus ——————— fMRI| activation

(single voxel)



fMRI analysis with a classifier SIEMENS

[Kamitani&Tong, 2005]

subjects see gratings in
one of 8 orientations



fMRI analysis with a classifier

Voxel #50
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[Kamitani&Tong, 2005]

Voxel #100

voxel responses
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subjects see gratings in
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orientations

voxels in visual cortex

one of 8 orientations respond similarly to
different orientations



fMRI analysis with a classifier SIEMENS

[Kamitani&Tong, 2005]

Voxel #50 Voxel #100
H-H |-|\|/H~H-. voxel responses
- /T TANS —~7/ 1\\~ orientations

subjects see gratings in oxels in visual cortex
one of 8 orientations

dierent orientations

yet, voxel_s can be_ Comt_)ined 45° detector
to predict the orientation
of the grating being seen!
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two different questions

GLM
stimulus ——————— fMRI| activation

(single voxel)

Classifier
stimulus ~a—— fMRI activation

(multiple voxels)

SIEMENS



rcélgglsﬂg,eres{gn fMRI, mind- SIEMENS

We can predict!
[Mitchell et al 2004, Haynes/Rees 2006, Norman et al 2006, Pereira et al 2009, ...]

= what is the orientation of a stimulus visual grating?

is the subject seeing a sentence or a picture?

» which of several categories of words
or pictures is a subject seeing?

* s the subject reading an ambiguous sentence?
= same or different sentence?

= what is the subject perceiving?

» s the subject concealing information?

= “do you know this terrorist, sir?”

= “Is there still a fire for me in his brain?”
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We can predict!
[Mitchell et al 2004, Haynes/Rees 2006, Norman et al 2006, Pereira et al 2009, ...]

= what is the orientation of a stimulus visual grating?

is the subject seeing a sentence or a picture?

» which of several categories of words
or pictures is a subject seeing?

* s the subject reading an ambiguous sentence?
= same or different sentence?

= what is the subject perceiving?

» s the subject concealing information?

= “do you know this terrorist, sir?”

= “is there still a fire for me in his brain?” : :
creepiness gradient



two different questions revisited

GLM
stimulus ——————— fMRI| activation

(single voxel)

Classifier
stimulus ~a—— fMRI activation

(multiple voxels)
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two different questions revisited  SIEMENS

GLM
stimulus ——————— fMRI| activation

(single voxel)

Classifier
stimulus ~a—— fMRI activation

(multiple voxels)

stimulus m= mMind = brain = fMRI activation

(multiple voxels)



two different questions revisited  SIEMENS

GLM
stimulus ——————— fMRI| activation

(single voxel)

Classifier
stimulus ~a—— fMRI activation

(multiple voxels)

stimulus m= mMind = brain = fMRI activation

(not an endorsement of dualism) (multiple voxels)



where are we? SIEMENS

stimulus ====p MiNd =) brain =—p fMRI| data
(task)

P——



where are we? SIEMENS

stimulus =sss==p Mind ===p fMRI| data
(task)

conclusions from
feature choice

= voxel location
= voxel behaviour
= time within trial

dependent on
experiment



where are we? SIEMENS

stimulus ‘ ===p fMRI| data
(task)

conclusions from conclusions from

structure of the feature choice

learnt model
» weights on features = voxel location
= hidden layer activations = voxel behaviour
dependent on = time within trial
prediction model dependent on

experiment



12 categories experiment SIEMENS

task: [Mitchell et al, 2008]
» stimulus: word + drawing ——
= subject visualizes object, fﬂf”"* ﬁ
thinks of properties, using it, etc T 1“_‘:_,,;: ]
= 3 seconds per trial |




12 categories experiment SIEMENS
[Mitchell et al, 2008]

task:
» stimulus: word + drawing ——
= subject visualizes object, fﬂf”"* o
thinks of properties, using it, etc T L_:,f "’f]
= 3 seconds per trial |
dataset: |
= 12 categories, 5 exemplars of each Table

= 6 epochs with all 60 exemplars
= 360 examples (average image at trial peak)
= even/odd epoch cross-validation (and leave-one-out inside)



12 categories experiment

60 exemplars

Categories
BODY PARTS
FURNITURE
VEHICLES

ANIMALS

KITCHEN
UTENSILS

TOOLS

BUILDINGS

PART OF A
BUILDING

CLOTHING
INSECTS

VEGETABLES

MAN MADE
OBJECTS

SIEMENS

[Mitchell et al, 2008]

Fa

P

4

dog
Exemplars

leg arm eye foot hand
chair table bed desk dresser
car airplane train truck bicycle
horse dog bear COW cat
glass knife bottle cup spoon
chisel hammer screwdriver pliers saw
apartment barn house church igloo
window door chimney closet arch
coat dress shirt skirt pants
fly ant bee butterfly beetle
lettuce tomato carrot corm celery
refrigerator key telephone watch bell




classifier examples SIEMENS

= 2 category problem: tools vs buildings

* the usual approaches
» whole-brain classifiers
» feature selection
= searchlight classifiers



the usual approaches 1 SIEMENS

whole-brain classifiers (tools vs buildings)

= plot the weight of each voxel in a linear classifier
" Noisy



